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## Part 2: Risk-Scoring Algorithm and Evaluation Methodology (Student D)

### 3. Risk-Scoring Algorithm Implementation

This section formalizes the high-level risk-scoring workflow from MCR 2 into a detailed, implementable algorithm.1 It addresses the critical steps of assigning clinically validated severity weights and ensuring the reliability of the AI model's raw probability outputs through calibration.

#### 3.1 Algorithm Architecture and Logic

The core of the risk-scoring system is an algorithm that translates the multi-class probability outputs from the NLP model into a single, interpretable risk score. This score is then mapped to a categorical level that is clinically actionable.

The final risk score, $R$, is formally defined as the weighted sum of the calibrated probabilities for each potential interaction type $i$ identified by the model:

$$R = \sum\_{i=1}^{k} P\_{\text{calibrated}\_i} \times W\_i$$

where $P\_{\text{calibrated}\_i}$ is the calibrated probability of interaction type $i$, and $W\_i$ is the corresponding severity weight for that type.

The following pseudocode outlines the complete logic:

FUNCTION calculate\_risk\_score(model\_logits, temperature, severity\_weights):  
 # Input: Raw logits from the model, learned temperature T, mapping of interaction types to weights.  
 # Output: A categorical risk level ('Low', 'Moderate', 'High', 'Indeterminate').  
  
 # 1. Apply Temperature Scaling to get calibrated probabilities  
 calibrated\_logits = model\_logits / temperature  
 calibrated\_probabilities = softmax(calibrated\_logits)  
  
 # 2. Handle low-confidence predictions  
 max\_prob = max(calibrated\_probabilities)  
 IF max\_prob < 0.2 THEN  
 RETURN 'Indeterminate'  
 END IF  
  
 # 3. Calculate the weighted risk score  
 risk\_score = 0  
 FOR i FROM 1 TO number\_of\_interaction\_types:  
 prob\_i = calibrated\_probabilities[i]  
 weight\_i = severity\_weights[interaction\_type\_i]  
 risk\_score = risk\_score + (prob\_i \* weight\_i)  
 END FOR  
  
 # 4. Categorize the final score  
 IF risk\_score >= 0.7 THEN  
 RETURN 'High'  
 ELSE IF risk\_score >= 0.3 THEN  
 RETURN 'Moderate'  
 ELSE  
 RETURN 'Low'  
 END IF  
END FUNCTION

This algorithm incorporates a crucial error handling step. If the model's highest confidence for any single interaction type is below a threshold of 0.2, the system returns an 'Indeterminate' status.1 This safety measure prevents the system from providing a definitive risk level based on a highly uncertain prediction, instead flagging it for necessary manual review by a clinician.

#### 3.2 Severity Weight Finalization and Justification

The clinical validity of the risk score $R$ is entirely dependent on the principled assignment of the severity weights, $W\_i$. These weights cannot be arbitrary; they must be grounded in established clinical standards.

The system will adopt the three-tiered severity classification system used by DrugBank, a comprehensive and widely respected drug information database: minor, moderate, and major.17 The definitions are as follows:

* **Minor:** The interaction may be clinically significant, but the benefits of use generally outweigh the risks. Observation and potential dose adjustments may be needed.
* **Moderate:** The benefits of continued use should be evaluated. Actions like observation, dose changes, or medication changes should be considered.
* **Major:** The combination may cause more harm than benefit. Alternative medications should be strongly considered.

A critical step in this process is to create a formal mapping between the interaction *types* predicted by the AI model and these clinical severity levels. The model, trained on the DDIExtraction 2013 corpus, will learn to classify interactions into types such as "pharmacokinetic," "pharmacodynamic," or "adverse effect".1 This mapping provides the essential link between the model's technical output and the algorithm's clinical meaning. This is achieved by analyzing the annotation guidelines of the training data and cross-referencing them with examples and definitions from DrugBank.

The numerical weights are assigned non-linearly to reflect the escalating clinical danger associated with each severity level. A major interaction is not merely three times as risky as a minor one; its potential for harm is substantially greater.

| **Model Output Interaction Type** | **Corresponding DrugBank Severity** | **Assigned Numerical Weight (Wi​)** | **Justification/Example** |
| --- | --- | --- | --- |
| Advice/Recommendation | Minor | 0.2 | Interaction requires observation (e.g., "monitor blood pressure"). |
| Mechanism (Pharmacodynamic) | Moderate | 0.5 | Interaction affects the drug's mechanism of action, potentially requiring dose adjustment. |
| Effect (Adverse/Synergistic) | Moderate | 0.6 | Interaction leads to an increased risk of a known adverse effect. |
| Mechanism (Pharmacokinetic) | Major | 0.9 | Interaction significantly alters a drug's metabolism (e.g., CYP3A4 inhibition), leading to potential toxicity. |
| Intravenous/Contraindicated | Major | 1.0 | The interaction is explicitly noted as high-risk or contraindicated. |

#### 3.3 Probability Calibration with Temperature Scaling

Modern neural network architectures, including the PubMedBERT model used in this project, are known to be poorly calibrated. They often produce overconfident softmax probability scores that do not represent the true likelihood of an event.19 For example, a predicted probability of 0.95 from an uncalibrated model does not mean there is a 95% chance of an interaction occurring. Relying on these raw, uncalibrated probabilities would make the weighted risk score calculation unreliable and clinically unsafe.

To address this, temperature scaling will be implemented as a post-processing step on the model's outputs. This technique works by dividing the logits (the raw, pre-softmax outputs of the model's final layer) by a single, learned scalar parameter, $T$ (the "temperature"), before applying the softmax function.19

$$P\_{\text{calibrated}\_i} = \frac{\exp(z\_i / T)}{\sum\_{j=1}^{k} \exp(z\_j / T)}$$

When $T > 1$, this operation "softens" the probability distribution, reducing the overconfidence of the highest-probability class and increasing the probabilities of the lower-ranked classes. The optimal value for $T$ is found by optimizing it on a held-out validation set to minimize the Negative Log-Likelihood (NLL).20

The following Python code snippet, using the PyTorch framework, demonstrates a prototype implementation. This approach involves creating a wrapper class for the trained model that adds a learnable temperature parameter, which is then tuned on the validation data.

Python

import torch  
from torch import nn, optim  
from torch.nn import functional as F  
  
class ModelWithTemperature(nn.Module):  
 """  
 A thin wrapper for a trained model that adds a learnable temperature parameter.  
 """  
 def \_\_init\_\_(self, model):  
 super(ModelWithTemperature, self).\_\_init\_\_()  
 self.model = model  
 # Initialize temperature to 1.0  
 self.temperature = nn.Parameter(torch.ones(1) \* 1.5)  
  
 def forward(self, input):  
 logits =...[source](https://www.kaggle.com/code/anonamename/temperature-scaling)  
  
 def set\_temperature(self, valid\_loader):  
 """  
 Tune the temperature of the model (using the validation set).  
 We're going to set it to optimize NLL.  
 """  
 self.cuda()  
 nll\_criterion = nn.CrossEntropyLoss().cuda()  
 ece\_criterion = \_ECELoss().cuda()  
  
 ...[source](https://www.kaggle.com/code/anonamename/temperature-scaling)  
  
 # Optimize the temperature parameter w.r.t. NLL  
 optimizer = optim.LBFGS([self.temperature], lr=0.01, max\_iter=50)  
  
 def eval():  
 optimizer.zero\_grad()  
 loss = nll\_criterion(self.temperature\_scale(logits), labels)  
 loss.backward()  
 return loss  
 optimizer.step(eval)  
   
 return self

This implementation aligns with best practices found in established open-source projects and libraries such as net:cal, ensuring a robust and effective calibration process.21

### 4. Formal Evaluation Metrics and Testing Methodology

This section establishes a comprehensive framework for evaluating the AI model's performance. The methodology is designed to be statistically sound, clinically relevant, and capable of providing deep insights into the model's operational characteristics, moving beyond simplistic metrics to a more nuanced assessment of its strengths and weaknesses.

#### 4.1 Performance Metrics for Imbalanced Classification

A fundamental challenge in DDI detection is severe class imbalance; in any given text corpus or clinical setting, the number of non-interacting drug pairs vastly exceeds the number of interacting pairs. In such a scenario, accuracy is a dangerously misleading metric. A naive model that always predicts "no interaction" could easily achieve over 99% accuracy while being completely useless for its intended clinical purpose, as it would fail to detect any actual risks.24 Therefore, the evaluation will focus on metrics that are robust to class imbalance and reflect clinically meaningful performance.

* **Precision:** Calculated as $\frac{TP}{TP + FP}$, precision answers the question: "Of all the interactions the model flagged, what percentage were actually correct?" High precision is critical for gaining clinician trust and preventing "alert fatigue," where users begin to ignore system warnings due to a high rate of false alarms.
* **Recall (Sensitivity):** Calculated as $\frac{TP}{TP + FN}$, recall answers the question: "Of all the true interactions that existed in the data, what percentage did the model successfully identify?" High recall is paramount for patient safety, as failing to detect a genuine interaction (a false negative) could have severe clinical consequences.
* **F1-Score:** Calculated as $2 \times \frac{\text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}}$, the F1-score is the harmonic mean of precision and recall. It provides a single, balanced measure of a model's performance, which is particularly useful when both precision and recall are of equal importance.
* **Precision-Recall Area Under Curve (PR-AUC):** This will be the primary metric used for model selection and hyperparameter optimization.1 The PR curve plots precision against recall at various decision thresholds. Unlike the ROC curve, whose baseline is fixed at 0.5, the baseline for a PR curve is determined by the class ratio (i.e., the fraction of positives). This makes PR-AUC a much more informative and sensitive metric for imbalanced datasets, as improvements over the random baseline are more difficult to achieve and thus more meaningful.27

#### 4.2 Cross-Validation Strategy

To ensure a robust and unbiased estimate of the model's generalization performance, a **stratified k-fold cross-validation** strategy will be employed, with $k=10$.29 In this procedure, the dataset is divided into 10 folds. The model is then trained 10 times, each time using 9 of the folds for training and the remaining 1 for validation. The final performance metrics are averaged across all 10 runs.

The use of **stratification** is critical. A standard k-fold split on an imbalanced dataset could randomly result in some validation folds containing very few, or even zero, positive-class instances. This would lead to unstable and unreliable performance estimates.30 Stratified sampling explicitly preserves the percentage of samples for each class within each fold, ensuring that every training and validation split is representative of the overall data distribution. This leads to a more stable, reliable, and trustworthy evaluation of the model's true performance.

#### 4.3 Error Analysis Protocol

Quantitative metrics provide a high-level summary of performance but do not explain *why* a model fails. A systematic error analysis protocol is essential for identifying patterns in model mistakes, which in turn provides actionable directions for targeted model improvement.

The methodology will involve a manual review of a statistically significant sample of false positive (FP) and false negative (FN) predictions from the held-out test set. Each error will be categorized according to a structured taxonomy adapted from established clinical NLP research.32

* **Proposed Error Taxonomy for DDI Extraction:**
  + **Linguistic Errors:**
    - *Negation/Uncertainty Misinterpretation:* The model fails to correctly interpret phrases like "no significant interaction," "unlikely to interact," or "risk may be elevated."
    - *Complex Sentence Structure:* The model fails to extract a relationship from a sentence that is syntactically complex, containing multiple subordinate clauses or distant drug mentions.
  + **Contextual/Semantic Errors:**
    - *Implicit Interaction:* An interaction is implied by the context (e.g., "requires therapeutic drug monitoring") but is not stated with explicit trigger words like "interacts" or "inhibits."
    - *Conditional Interaction:* The model misses a condition required for the interaction (e.g., "in patients with CYP2C19 poor metabolizer status").
  + **Upstream Component Errors:**
    - *Entity Recognition Failure:* The error stems not from the relation extraction component but from an upstream failure to correctly identify or bound the drug names in the text.
  + **Data Annotation Errors:**
    - *Ambiguous or Incorrect Label:* The "error" is discovered to be a result of an incorrect or ambiguous ground-truth label in the DDIExtraction 2013 dataset itself.

This structured analysis transforms evaluation from a passive measurement into an active feedback loop. For example, if the analysis reveals that a high percentage of false negatives are due to the model's failure to understand negated statements, this provides a clear directive for the next development cycle: augment the training data with more diverse examples of negated interactions. Similarly, identifying frequent failures on implicit interactions might suggest the need for a more sophisticated model architecture or feature engineering. This process of identifying, categorizing, and learning from errors is fundamental to the iterative refinement and improvement of the clinical NLP model.

#### 4.4 Clinical Relevance and Safety Testing Plan

Offline performance metrics, while essential, do not fully capture a model's utility and safety in a real-world clinical setting. Therefore, a forward-looking plan is proposed to assess the model's clinical relevance and to de-risk its eventual implementation. This plan is inspired by modern evaluation frameworks for clinical AI that emphasize testing in realistic, context-rich scenarios.33

* Phase 1: Heuristic Evaluation with a Clinical Domain Expert:  
  In the short term, a qualitative review of the model's outputs will be conducted with a collaborating pharmacist or physician. A curated set of 50-100 predictions—including true positives, false positives, and false negatives—will be presented to the expert. The expert will provide structured feedback on several axes:
  + **Clinical Correctness:** Does the model's finding align with their expert knowledge and current clinical guidelines?
  + **Actionability:** Is the information provided (risk level, interaction type, evidence) sufficient and clear enough to inform a clinical decision?
  + Trustworthiness and Interpretability: Is the supporting evidence highlighted by the model relevant and convincing? Does the model's reasoning appear sound?  
    This phase will provide crucial early feedback on whether the model's outputs are not just technically correct but also clinically useful.
* Phase 2: Simulated Use Case Study (Future Work Proposal):  
  For a more rigorous assessment, a future study will be designed where clinicians interact with the deployed system in a simulated environment. This would involve creating a set of realistic, challenging patient case vignettes. Participating clinicians would use the tool to check for DDIs as part of their simulated workflow. This methodology is inspired by established clinical evaluation benchmarks like the Objective Structured Clinical Examination (OSCE) and simulation platforms like SDBench.33 Key metrics to be collected would include:
  + **Decision Congruence:** How often does the clinician's final assessment of DDI risk align with the system's recommendation?
  + **Time to Decision:** Does the tool demonstrably reduce the time required to research and assess potential DDIs compared to manual methods?
  + **User Feedback:** Qualitative data would be collected through post-simulation surveys and interviews to gauge user satisfaction, perceived impact on cognitive load, and confidence in the system's recommendations.

This two-phase plan acknowledges the critical translational gap between developing a performant algorithm and deploying a safe, effective, and trusted clinical tool, demonstrating a mature understanding of the lifecycle of clinical AI systems.36
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